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Much of the benefits of deploying unmanned aerial vehicles can be derived from
autonomous missions. For such missions, however, sense-and-avoid capability (i.e., the ability
to detect potential collisions and avoid them) is a critical requirement. Collision avoidance
can be broadly classified into global and local path-planning algorithms, both of which need
to be addressed in a successful mission. Whereas global path planning (which is mainly done
offline) broadly lays out a path that reaches the goal point, local collision-avoidance algo-
rithms, which are usually fast, reactive, and carried out online, ensure safety of the vehicle
from unexpected and unforeseen obstacles/collisions. Even though many techniques for both
global and local collision avoidance have been proposed in the recent literature, there is a
great interest around the globe to solve this important problem comprehensively and effi-
ciently and such techniques are still evolving. This paper presents a brief overview of a few
promising and evolving ideas on collision avoidance for unmanned aerial vehicles, with a
preferential bias toward local collision avoidance.

I. Introduction

NMANNED aerial vehicles (UAVs) are expected to be ubiquitous in the near future [1], autonomously perform-
ing complex military and civilian missions such as reconnaissance, environmental monitoring, border patrol,
search and rescue operations, disaster relief, traffic monitoring, etc. Many of these applications require the UAVs to fly
at low altitudes in proximity with man-made and natural structures. A collision with a stationary structure or another
UAV could prove to be potentially fatal, and might even result in mission failure. Therefore, it is required that the
UAV must be able to successfully sense and avoid obstacles and at the same time look ahead to pursue its goal. This
requires robust and computationally feasible collision-avoidance algorithms to be implemented onboard the UAV.
The problem of avoiding collision with obstacles online can be perceived in two ways: as a path-planning problem,
and a collision-avoidance maneuvering problem. Both of these problems have been heavily researched upon in recent
years. This section describes the path-planning problem and the collision-avoidance problem.
A conventional path-planning problem deals with finding a path that connects a specified start configuration to
a desired goal configuration and avoids any obstacles along the way. For UAV flight in urban terrain, the obstacles
would be buildings, trees, and other such known and static structures. An algorithm that can find the solution to such a
path-planning problem is called a planning algorithm, path planner, or guidance algorithm. Consider the environment
in Fig. 1. The black solid line represents an obstacle-free path planned beforehand by a planning algorithm. The
UAV must now track this path. While following this path, a sensor onboard the UAV detects a new “pop-up”’ obstacle
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Fig. 2 A collision-avoidance problem representation.

(pop-up obstacles may be moving obstacles or structures that are too small to be detected by satellite images). The
path planner must now replan a path that avoids this new obstacle. In addition, this newly planned path must also
reach the goal. Hence, a path planner retains global information about the environment, including all the obstacles
and the goal. The UAV follows the replanned path represented by the green dashed line. All offline path planning is
done by global planners. The path computed is often refined to ensure path optimality. Such operations are associated
with high computation resources and time, and therefore cannot be done online. However, global planners can be
made suitable to be implemented online for path replanning in dynamic environments. The path-planning algorithms
described in this paper are global planners that can be implemented online due to a feasible demand of computational
resources and time.

The collision-avoidance problem deals with avoiding obstacles as they are detected. Algorithms that can solve
this problem are called collision avoidance algorithms or local path planners and may be part of the control loop or
a separate inner loop. To understand how collision-avoidance algorithms work, consider the environment in Fig. 2.
This environment is exactly similar to Fig. 1 in terms of the obstacles and the planned path. However, when the
pop-up threats are detected by the sensor, the algorithm performs an evasive maneuver. The algorithm does not take
into account the other obstacles or the goal position. After the obstacle is avoided, the following two alternative
actions exist:

1) The algorithm guides the UAV back to the original planned path, and then controls the UAV such that it
tracks the planned path. Such a scenario may be useful for a preplanned mission with rigid path-following
requirements. Such a path is shown by the green dashed line in Fig. 1.

2) The UAV can be allowed to continue in its current direction, and the collision-avoidance algorithm is invoked
only when another obstacle is encountered. Such an action would minimize the amount of time the processor
runs, which is a significant advantage. This action may be suitable for surveying purposes without a rigid
path-following requirement.

In both the cases, the collision-avoidance algorithm only retains limited information about the environment.

Path planning and collision avoidance are two approaches to avoid obstacles. Apart from providing a basic solution
using one (or a combination) of the two approaches, there are some other criteria that algorithms must preferably
satisfy. Some of these are outlined as follows.

1)  UAV dynamics: Every UAV has certain constraints that the algorithm should account for. The minimum turn
radius constraint is an important specification because UAVs cannot take sharp turns. The minimum turn
radius specifies the sharpest turn the UAV is able to track. If the path found or maneuver computed by an
algorithm requires sharp turning beyond the dynamics of UAVs, the UAV will not be able to track the path
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and this may result in undesirable behavior. In addition, the control saturation must be carefully accounted
for. Often constraints on the maximum acceleration or velocity attainable prevent the UAV from being able
to perform aggressive maneuvers.

2) Implementation time: For online implementation, fast computation is vital. The computation time should be
such that a real-time simulation gives very low times (preferably 100 ms or less).

3)  Computation resources: Having completely selfsufficient UAVs that do not depend on a centralized processor
for mission-critical computations is the focus of current UAV research worldwide. This implies that a small
processor and limited memory onboard should be capable of running the collision-avoidance algorithm.
Thus, the algorithm developed must be resource-efficient.

4)  Optimality: Having a very long path with unnecessary turns, or many aggressive maneuvers is not desirable.
An optimal path in terms of a specific cost function results in a minimum cost path. Depending on the cost
function, various types of optimal paths are desired, such as a) minimum distance path, b) minimum time
path, ¢) minimum control effort maneuver d) minimum risk path and so on.

5) Forward velocity constraint: Typical path-planning problems concerning ground robots have an additional
luxury that one or more agents can simply stop at a point until the risk of collision passes. Such a strategy is
not possible in UAVs, particularly fixed-wing UAVs, which cannot stop mid-flight. Therefore, path planning
and collision-avoidance algorithms must take into account the forward velocity constraint of the UAV.

This paper attempts to give an overall picture of the various obstacle/collision-avoidance algorithms available in the
literature. A few representative simulation results have been included in this paper to illustrate some of the important
concepts. These simulations have been carried out in MATLAB 7.0 on a Pentium 4 machine with 1-GB RAM.

Note that the collision-avoidance problem in a dynamic environment can also be classified into two categories,
namely i) cooperative environment and ii) noncooperative environment. In a cooperative environment, each agent is
aware of the state and intention of the other agents nearby and they collectively take a decision. On the other hand,
in a noncooperative environment, one or more agent may be either unaware of the presence of danger (possibly
due to communication failure) or is unable to do evasive maneuver in a short time (which is true in case of highly
stable large commercial aircrafts). In such a situation, the onus of avoiding the collision solely remains with the more
agile aircraft. Such a scenario is typically more difficult to solve as the degrees of freedom (i.e., number of decision
variables) becomes smaller. Some of these concepts have been developed in the context of “free flight” within the
next-generation air-traffic-management system, which is equally valid for UAV flights. One can refer to [2-6] for
more details. However, it should be noted that the discussion in this paper has been largely classified based on various
available techniques not based on the application domain.

II. Global Path-Planning Algorithms with Local Collision Avoidance

Conventionally, a basic motion-planning problem consists of producing a continuous motion that connects a start
configuration and a goal configuration, while avoiding collision with known obstacles [7]. The algorithms discussed
in this section retain global information, i.e., the algorithm first plans a path to the goal avoiding the obstacles known
apriori. If a collision is predicted to occur, the path is replanned so that the obstacle is avoided. However, the objective
is to always move toward the goal point and thus the replanned path must also reach the goal point after collision is
avoided. Hence, these algorithms are considered to be global path-planning algorithms with local collision-avoidance
features imbedded into it.

A. Graph Search Algorithms

Graph search methods search for a feasible path in a given environment. Examples of graph search algorithms are
deterministic graph search techniques such as A* search algorithm [8] or Voronoi graph search [9] and probabilistic
sampling-based planners such as probabilistic roadmap method [10]. Although these algorithms are mainly used
for global path planning, reactive planners have been achieved by modifying the algorithms in order to reduce the
computation time. Hwangbo et al. [11] provide an example of search algorithms used for both global and local UAV
path planning. An A* search algorithm is used for global planning, whereas for local obstacle avoidance, a best first
search is performed [7]. Both kinematics and dynamics of the UAV are taken into consideration. First, the global
planner plans a path taking into account the kinematics of the vehicle (such as minimum radius of curvature or
maximum climb angle). This generates a set of waypoints for the UAV to follow. These waypoints may be tracked
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Fig. 3 The local planner finding the best path among precomputed motion primitives.

by a path follower (such as a PD controller) in the absence of obstacles. When new obstacles are sensed, the local
planner is activated, which plans a path to avoid obstacles and go to the subgoal (which is, in this case, the waypoint
provided by the global planner). The local planner takes into account the dynamics of the vehicle (e.g., constraints
on velocity and acceleration). The global planner performs planning in 3D discretized grids using the A* search
algorithm. The A* search algorithm finds the optimal path among the defined nodes. The UAV kinematics is taken
into account for defining the grid cell size as well as the node interconnections, and thus the optimal path found by A*
algorithm is always kinematically feasible. At this stage, moving obstacles are neglected. However, such obstacles
are considered by the local planner for online collision avoidance.

The local planner performs a finer level of planning between two waypoints defined by the global planner. Here
the changes in environment are updated continuously, and moving and pop-up obstacles or obstacles smaller than
the grid size are taken into account while planning the path. Aggressive maneuvers beyond the kinematics of the
vehicle are allowed at this stage in order to avoid the obstacles. A sampling-based motion planner under differential
constraints is used for local planning. For this, a set motion primitives is used. Motion primitives are calculated at
every state by finding all dynamically feasible motions from that state (Fig. 3). These are precomputed and saved in
a look-up table for efficiency.

Next, a best first search is done, in which nodes closer to the subgoal are connected first. This saves computation
time, when compared with other search algorithms like A* or breadth first. The cost function to optimize is a heuristic
distance function, based on 2D Dubins curves [12]. This is because the Dubins path length can be found without
expensive calculations. This method was shown to avoid local obstacles online, with average computation times of
the order of 0.15s.

However, the use of precomputed motion primitives may not be a suitable option, in general. Storing a database
of a large number of motion primitives requires a lot of memory. The memory onboard an UAV is highly limited.
This problem is especially valid for large, complex environments. Additionally, the best-first search is not systematic
because it greedily explores nodes. The worst-case scenario for best-first search takes more memory than depth-first
search algorithms [13]. The memory available on the UAV may therefore not be sufficient to implement this algorithm
onboard. There is another potential issue. When graph search algorithms are used to solve path-planning problem
with kinematic constraints, whether the algorithm can find a path or not depends on the resolution of the grid. If the
resolution is low, the planner may not find a path that actually exists. Therefore, the graph search algorithms can at
best be “resolution complete”.

B. Rapidly Exploring Random Tree

Rapidly exploring Random Tree (RRT) is a search algorithm that can quickly find a feasible path in high-
dimensional, cluttered environments [14]. The RRT is a probabilistic sampling-based approach. A random sample of
the environment is generated at each step, and a new node is formed by growing the tree at an incremental distance
in the direction of this node. A nice feature of this algorithm is that it can handle vehicle dynamics and kinodynamic
constraints. This method is used for motion planning in various applications [15]. The algorithm to grow an RRT
and find a feasible path (Fig. 4) is as follows:

1) Initiate the tree with the initial point Xjp;;

2) Generate a random point X;ang;
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Fig. 4 Growing an RRT to reach the goal point xga1.

3) Find the node xpe, in the RRT that is nearest to X;anq, Using some criterion (e.g., distance);

4)  Grow abranch an incremental distance of delta from xy,, in the direction toward x.,,4. The new point obtained

1S Xnews

5) Check xpey for collisions and feasibility;

6) If collision-free and feasible, add x,. to the tree;

7) Repeat steps (ii)—(vi) until the goal point is reached.

This algorithm allows the designer to choose § and x;,q. The choice of § must be made carefully because a
too-small value may result in the algorithm running too many iterations to find the path, and a too-large value may
result in the UAV getting stuck in cluttered spaces, where a number of small maneuvers would be a better alternative
to produce an obstacle-free path. One way to take care of this is to make 6 a function of the distance between the
start and goal points, or still better, a function of the number and size of nearby obstacles. x;,nq 1S also an important
factor that can change the nature of the path. Having only random samples will not benefit the algorithm because
the algorithm terminates when the goal is reached, and the probability of reaching the goal depends on the random
samples generated. It is important to bias the samples such that 20 or 25% of the samples are the goal itself, so that
the RRT progresses toward the goal. In addition, the designer may choose to check the goal for collisions at every
iteration. If the path to the goal is collision-free, then the current node is directly added to the RRT and the algorithm
terminates. The RRT algorithm is, to a large extent, heuristic, and holds vast potential for improvements tailored to
problem requirements.

Figure 5 shows a basic demonstration of this algorithm. Various paths found by RRT in different 2D environments
are shown. The obstacles are modeled as rectangles of various dimensions. The blue nodes are the nodes in the tree,
and the thin black lines are the branches. The thick red line shows the final path obtained, excluding any branches that
are not a part of the path. The time taken is, in general, quite low. However, note that this time is quite random itself.
Apart from the position of the obstacles, it depends on how accessible the goal is. It also depends on the sequence of
random numbers generated. As noted, the RRT, being a probabilistic planner, would continue looking for a path, even
if such a path does not exist, and would never report failure. However, in these simulations, if the number of nodes
in the tree is found to exceed 400 and the goal is still not reached, failure is reported. In very cluttered environments,
the RRT may fail to find a path. In Fig. 5f the RRT fails to find a path with 80 obstacles, and the time taken for this
is 17s, which is too large to be implemented safely online. Hence, if the time of computation is beyond a certain
pre-selected upper limit, it can also be considered as a failure. Once failure is reported, an emergency maneuver (e.g.,
flying upwards) can be made.

The RRT is used as a global path planner by Griffiths et al. [16]. With appropriate modifications [17], the RRT
can be used to plan a global, dynamically feasible and optimal path to the goal, as well as perform replanning when
obstacles are detected by the sensor onboard. Sampling-based planners like RRT rely on the availability of a fast
collision checker. Collision is said to occur when any part of the body penetrates any part of the obstacle space.
Any penetration results in an intersection between the bodies. At the most basic level, a collision checker checks for
intersection between a branch in RRT, and the obstacle edge (practical collision checkers have to be far more complex,
taking into account the curvature of the branch and complex shapes of the UAV and obstacle). Consider a very basic
2D problem like the one shown in Fig. 5, and assume that branches are straight lines (UAV dynamics not taken into
account) and obstacles are rectangular. Then collision detection involves checking for intersection of the line with
each side of the rectangle. Any path that collides with an obstacle will intersect at least one edge of the obstacle.

Because collision checking is an expensive process in RRT, an efficient method of obstacle representation called
Quadtrees [18] is used. Quadtrees are a data structure used to represent the environment efficiently. Quadtrees divide
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Fig. 5 Path found by RRT in different obstacle spaces. a) 5 obstacles; Time taken: 0.0508 s, b) 10 obstacles; Time
taken: 0.152s, c) 20 obstacles; Time taken: 0.21s, d) 30 obstacles; Time taken: 0.23 s, ¢) 60 obstacles; Time taken:
1.54 s, and f) Failure to find path by RRT—80 obstacles; Time taken: 17s.

the environment into quadrants. This division is carried out until a quadrant is filled by the obstacle and becomes a
leaf node. It must be noted that this results in an unequal spatial division, which is more efficient in terms of storage
than using uniform grids. This is illustrated in Fig. 6b. Dividing the space into 100 equal grids (say) requires 100
memory units (Fig. 6a), a large proportion of which is filled with data of empty space. This also leads to partially
occupied cells, which are considered by the algorithm to be occupied and may lead to longer paths. However, unequal
division using quadtrees, as shown in Fig. 6b, uses 25 memory units and each memory unit is either fully occupied
or free space. Therefore, the use of quadtrees makes memory usage efficient.

The RRT finds feasible paths to the goal by avoiding obstacles. But the path found is usually far from optimal.
Therefore, at the global level of planning, the path found by RRT is passed through the Dijkstra’s algorithm, which is
a search method that finds shortest distance paths. The path found by RRT is usually far from optimal and needs to be
pruned. The Dijkstra’s search algorithm [7] is used for this, which first finds the reachability of every point and then
sorts these points according to a cost function (an approximate distance function in this case). Another pass through
this step resamples the points to shorter distances and then finds the optimal path again. The number of passes of the
Dijkstra’s algorithm depends on the computation resources available and requirement of optimality.

To reduce computation time, a dual RRT concept is used [19]. Both trees are grown simultaneously from the start
and goal point at each iteration, and at every step a “connect” operation is performed, which tries to connect both
the trees. Perhaps a natural extension of this idea would be to grow multiple trees from fixed points in the search
space and then perform multiple connect operations at every step. Another modification is made to reduce the cost
for finding the nearest point in the tree to add a new node. The square root operation is a time-intensive step. Amin
et al. [17] avoid this by implementing a faster octagonal approximation of the Euclidean distance, which is shown to
be a good approximation [20]. However, instead of using such an approximation, it may be worthwhile to eliminate
the use of the square root function by simply comparing the squares of the distances from each of the nodes.

22



MUJUMDAR AND PADHI

Fig. 6 Environment perception using uniform grids and quadtrees. Quadtrees occupy only 25% of the memory
occupied by uniform grids in this illustration. In addition, every cell in quadtree is either fully occupied or fully
free, unlike uniform grids where there are several partially occupied cells. Partially occupied cells lead to loss of
optimality of path (usually the cell is considered to be completely occupied). Therefore, quadtrees are more efficient.
a) Uniform grids (100 cells), b) Quadtrees (25 cells), and ¢) Method of saving quadtree representation in memory.
The order of cells occupying the memory units is North—-West, North—East, South—West, South—East.

For 3D implementation, penalty for change in altitude is made high. This is because change in altitude is not a
desired behavior for many applications (e.g., surveillance). Only when a path cannot be found at the same altitude
is a change in altitude is allowed. The RRT is thus implemented both as a global and a local planner with suitable
modifications as discussed. An optimal global path is first calculated offline, and then when the sensor detects
obstacles the path is modified. Simulation experiments conducted by Amin et al. [17] demonstrate that this scheme
offers a good global planner as well as a reactive algorithm for online collision avoidance. An important disadvantage
of RRT is that it is an open loop method, and thus is sensitive to noise. The RRT algorithm produces a set of control
inputs, and assumes that the dynamics used is perfect. However, a real vehicle is subject to a number of difficulties
such as modeling inaccuracies, wind disturbances, sensor inaccuracies, etc. Hence the computed control assuming
a set of ideal dynamics is never perfect in general. Because of this, an extra path following layer is needed, which
provides the necessary controls so that the UAV stays on the planned path. Saunders et al. [21] overcome this by
using RRT to generate a waypoint path, and then using a “limit cycle way point tracker” to track this path. Another
issue with RRT is that avoiding collision with moving obstacles may not be possible because of the random nature
of the algorithm, since any of the branches of the computed RRT may intersect with the obstacle because its position
would have changed from the last measure.

C. Potential Field Method
The potential field approach [22] has found widespread use as a navigation method for ground robots and more
recently in UAVs. In this method, the UAV is modeled as moving under the influence of a potential field. The
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artificial potential field function may be designed according to the problem, and is determined by the goal and the
set of obstacles. The idea is to reach the goal point, along with avoiding collisions with any obstacles along the way.

The potential function consists of an “attraction field,” which pulls the UAV toward the goal, and a “repulsive
field,” which ensures that the UAV does not collide with obstacles. The resultant field defines the direction of motion.
This method is fast and efficient. It is also easy to add new obstacles to the function. A formation of UAVs has also
been accomplished using the potential field approach along with a virtual leader concept [23].

The total potential field experienced by each UAV is a comblnatlon of the potential fields F'L,, due to following
the virtual leader, F;! . due to the formation, Z F./ ion due to collision avoidance among the members within
the UAV swarm, and Zk . Fik e due to obstacle aV01dance Therefore, the total potential field F, experienced
by the ith UAV is

i ik .
total — vmual + 2 :Formanon § :Fobstacle 2 : col]lslon7 #l (1)

where i and j are indices of UAVs within the swarm (a total of N), k is the index of obstacles (a total of O), and L
represents the virtual leader.

The potential field vector diagram is shown in Fig. 7. The direction given by F/ | determines the direction that
UAV i must move in.

The potential field function that is designed to maintain the desired distance from the virtual leader is
F\iétual = kv1rtual (d dio) (2)

d; is the actual distance of the ith UAV from the virtual leader L, and d;, is the desired distance. The interaction with
other UAVs also affects the formation. The potential field due to the jth UAV is

Fformauon = kform (dij - dijo) 3)

For collision avoidance, the potential field is designed as follows:

K 117 d;;
ij o Kcoll —L for ||dl|| < Fsay
ij J
collision — l1d il ld;ill (@]

0 otherwise

A safety sphere of radius 7,y is assumed around the UAV. d;; is the distance between UAVs i and j. If another UAV
enters the sphere, this factor increases and converges to infinity at the center of the sphere. Similarly, for obstacle
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avoidance, the field is modeled as follows:

( Kobsl Kobst) dki fOI‘ ||d || <7

_ y
il reav / lldiil| ’ Q)
0 otherwise

obstacle —

dy; is the distance between UAV i and the kth obstacle. K o and Kqp are gains that need to be tuned.

The virtual leader controls the movement of the formation. Although Paul et al. [23] deal with a path following
formation, the problem of reaching a predefined goal may also be addressed. It may be assumed that the solution is
found when the virtual leader reaches the goal. A separate potential function can be defined for the virtual leader in
the following way:

FgLofl = kgoal (PL — PG)

where p; is the current position of the virtual leader L, and pg is the goal position. kg is a suitable gain chosen by
the designer.

The resultant magnitude and direction of the potential field are obtained by summing the individual potential
fields for each UAV. Here the magnitude of the field is restricted to a maximum quantity, but the direction is kept the
same. This is done to limit the speed of the UAV. A trajectory is then generated using this resultant potential field.
The potential field designed here is continuous, and simulation results demonstrate that this method successfully
achieves formation flight along with collision and obstacle avoidance. The UAVs avoid a local minimum and head
toward their goal, which is a stable minimum.

Scherer et al. [24] propose a framework for flying an unmanned helicopter close to the ground, that avoids even
small obstacles such as wires. It consists of a slow global path planner, a high-frequency local reactive obstacle
avoidance algorithm and a low-level speed controller. The sensor used is a ladar that can sense small obstacles from
ranges of 100 m. Information about the environment is given to the algorithm through Evidence Grids, which are a
map of the environment that can be updated after every sensor scan [25]. A layered architecture with deliberate path
planning running at a low frequency and reactive obstacle avoidance running at a high frequency is used. The lowest
layer is the speed controller, which accelerates or decelerates the vehicle based on how close the obstacle is.

The reactive local obstacle avoidance algorithm uses the potential field approach. The control law consists of an
attraction factor toward the goal and a repulsion factor from the obstacles. These factors are calculated based on the
distance and angle measures. The attraction to the goal is directly proportional to the angle to the goal, and inversely
proportional to the exponential of the distance from the goal. The repulsion from obstacles is inversely proportional
to the exponentials of both the distance and the angle to the obstacle:

attract(goal) = kp 1/, (€% 4 ¢,) 6)
repulse(obstacle) = k, 1, (e~3%)(e~#Vel) @)

where v, and d, are the angle and distance to the goal, respectively, and v, and d, are the angle and distance to the
obstacle. k¢, k,, c1, ¢2, ¢3, c4 are parameters to be found. These parameters are found by training the system against
a human pilot and then tuned [26].

An angular acceleration command is formulated by summing these factors and then damping it with the current
angular velocity as follows:

¢ = —be — attract(g) + Y _ repulse(o) ®)

0€0

Also, the algorithm maneuvers in both horizontal and vertical planes before one of them becomes clear of obstacles
and then the UAV chooses that plane to travel in. This algorithm has been extended to the 3D case. The obstacles
considered by the algorithm are limited by a box-shaped constraint to maintain computation tractability. The algorithm
was implemented in an unmanned helicopter. It was found that obstacle avoidance was successful even when the
helicopter flew at low altitudes (8 m) and at high speeds (3—10 m/s). The helicopter avoided even thin wires. However,
this method does not explicitly avoid moving obstacles.
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However, the potential field method has some inherent limitations [27]. A major drawback of this method is that it
is possible for the UAV to get caught in a local minimum, i.e., the UAV gets caught among obstacles before reaching
the goal. It is also difficult for this method to find paths through narrow passages. Additionally, the potential function
needs to be designed heuristically for every problem, and finding it becomes difficult for large obstacle-laden spaces
with many motion constraints.

D. Minimum Effort Guidance

Flying an UAV with vision-based guidance can be formulated as a control minimizing proportional navigation
(PN) guidance problem in the absence of obstacles. Proportional navigation is used in missile guidance [28], and
the problem of an UAV pursuing its goal may be interpreted as a similar problem. But when obstacles are to be
avoided, multiple PN guidance problems need to be solved. A collision-avoidance scheme based on PN guidance
is presented by Han and Bang [29]. However, this scheme leads to a jump in the control effort every time a new
target is pursued. Instead, a single minimum effort guidance (MEG) approach minimizes the control effort along with
avoiding collisions for multiple targets [30]. In other words, the control effort is minimized for the entire trajectory
from the initial point to the goal point via the obstacle aiming point, leading to a lower overall control effort. A
collision cone approach is used to detect potential collisions, for which an extended Kalman filter (EKF) [31] is used
to estimate the relative distance from the UAV to the obstacle. The vehicle dynamics are given by

] [ %, u’l
Xo=|y|=|v|=V ©))

| 2o i

- .
V=|v|=|a|=a (10)

_u') a, |

where the velocities and positions are measured w.r.t. a local fixed frame.
If the destination point is [x; Y4 z4]7, the terminal conditions are

y(tr) = ya (11)
2(ty) =24 12)
where the terminal time is
Xg — Xy (1)
tp=t+ — (13)
u
The relative position of the obstacle with respect to the vehicle position is

X = Xops — Xy (14)

Also, for stationary obstacles
X=-v (15)

where V is the vehicle velocity. The collision safety boundary is a sphere of radius d meters around the obstacle.

A collision cone [32] in a two-dimensional space is formed by a set of tangents from the UAV to the safety
boundary of the obstacle, as shown in Fig. 8. If the velocity vector is contained within the collision cone, the obstacle
is said to be critical, and an alternate maneuver is to be calculated. The aiming point X, is a point that the UAV
must maneuver to so that the minimum safety distance is maintained. This may be found using the collision cone
approach. Time-to-go to the aiming point #y, is also found. Additional time-to-go criteria are specified, which point
out that collision must only be avoided if time-to-go is within certain range:

too—t <T (16)
0 <ty <ty (17)

where time T should be small enough so that collision avoidance is done only when there is urgency.
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Fig. 8 Reaching the goal and avoiding an obstacle using MEG.

The PN guidance law is derived by solving the following optimization problem for control minimization for each
aiming point obtained:

l oo 1 oo
min Jo, = —/ a’(tya(t)dt = —/ (@(t) + azz(t)) dr (18)
2 Ji 2)y :
subject to vehicle dynamics with terminal conditions
yv(tgo) = Yap> Zv(tgo) = Zap (19)
The resulting optimal guidance law is
0 1 0
Qs (1) = =3 7 PRY Yu(to) — ;’ap p P v(fo) (20
(oo =107 | 2(10) = 2 | "0 710 [ wto)

The problem of reaching destination is handled in another PN guidance problem with the terminal conditions:

y(tp) =ya, z(ty) =z4 21

The optimal control obtained from the PN Guidance method is only piecewise continuous, with a jump
between targets.

Minimum effort guidance handles all the terminal conditions within one problem [33]. The optimal control is
continuous and piecewise linear. This method, therefore, yields a lower cost. The optimization problem remains the
same and all the terminal conditions are considered in the problem. The control law is found by cubic interpolation
of the single condition case. The resulting optimal control law is

0
v(1o)
w(to)
3 0
a(to) = aoa(t) — — = +— yolto) = 9 (22)
oa 3(tgo — 1) + 4(tf - tgo) (tgo ) ZZ(IO) _ 2:5
) R 0
—————— | Yap — V4
(tf o tgo) 2ap — Zd
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Fig. 9 Simulation results for path planning using sequential PN guidance. a) Path found by sequential PN guidance;
Time: 0.188s, b) Control plot in y-direction for sequential PN guidance, and c¢) Control plot in z-direction for
sequential PN guidance.

Simulations using both PN as well as MEG guidance in a 3D space with two obstacles are shown in Figs. 9 and
10, which use the PN guidence and MEG respectively. The control plots for PN in Figs. 9b and 9c as well as their
counterparts for MEG in Figs. 10b and 10c show that the maximum control demanded is as high as 30 m/s?, whereas
the maximum control demand for MEG is much lower at 6.3 m/s?. The UAV may be unable to accelerate at 30 m/s?,
and cause control saturation when PN guidance is used, whereas this is avoided in MEG. In addition to the peak
control, there is a significant improvement in the overall cost for MEG as well. The cost function is formulated as

1 2 2
Cost = - > (@ +ad) (23)
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Fig. 10 Simulation results for path planning using MEG. a) Path found by MEG; Time: 0.171s, b) Control plot in
y-direction for MEG, and c) Control plot in z-direction for MEG.

Cost for sequential proportional navigation guidance (PNG) is recorded to be 1246.3 m/s?, whereas the cost for
MEG is 293.17 m/s%.

An EKF is designed to estimate the relative distance between the obstacle and the UAV, using vision measurements
from a camera. The aiming point and the time-to-go to the aiming point are also estimated.

Watanabe et al. [30] compare the performance of the PNG and MEG in a path-planning problem. The cost is found
to be lower in MEG. Therefore, MEG is found to be a better method in terms of the control minimization achieved.
An assumption made in this method, however, is that the obstacles are stationary. This method needs to be extended
for avoiding collisions with moving obstacles.

III. Local Collision-Avoidance Algorithms

Local collision-avoidance algorithms deal only with the problem of avoiding collisions with obstacles as and
when they are detected. These algorithms do not retain global information; that is, they do not require knowledge
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of the entire environment, or the initial and goal points. The information about the immediate environment, and
nearby obstacles (fixed and moving) are provided to the algorithm by onboard sensors/cameras. This information is
often sufficient to compute an avoidance maneuver for the UAV. It must be emphasized that these algorithms can be
imbedded into any global path-planning algorithms, under the assumption that after avoiding the obstacle, the UAV
comes back to the global path as soon as possible.

A. Nonlinear Model Predictive Control Approach

Model predictive control (MPC) [34,35] has gained popularity in recent years as a control approach for nonlin-
ear dynamical systems [36]. This approach handles realistic system constraints such as input saturation and state
constraints and is found to be suitable for path planning problems in complex environments [37]. An MPC scheme
implemented by Shim et al. [38] successfully achieves online collision avoidance in UAVs. Because MPC performs
online optimization over a finite receding horizon, it can account for future environment changes. Collision avoidance
is built into the optimization problem, which performs reference trajectory tracking and obstacle avoidance in a single
module. When a collision is predicted to occur, a safe trajectory that avoids the impending collision is computed.

In the MPC formulation, an optimal control input sequence over a finite receding horizon N must be found that
minimizes a cost function [39] that is, find

ulty), k=i,i+1,...,i+N—-1 24)
such that
u(ty) = argmin V(x, t;, u) 25)
where
b N—-1
Vix, by, u) = Z L(x (D), u(@)) + F(xn)) (26)

i=ty
L is a positive definite cost function and F is the terminal cost. The cost function L is chosen as

o

1 1
L, w) = 5 (6 =0T 0t —x) + Su/ Ruy + SC) + 3 Py, m) 2)
=1

The first term in the cost function ensures that any deviation from the reference state results in a large value of cost,
and therefore is penalized. Similarly, the second term penalizes high control inputs. The term S(x) penalizes states
that are outside the allowable range. The last term is a potential function term to be included for obstacle avoidance.
It is chosen as follows:

1
(xy — nl)TG(xv - 7)1) +¢

where x, € R? is the position of the UAV, and 7, is the position of the /th obstacle out of O obstacles. This penalty
function increases as ||x, — 1;|| decreases. G is positive definite and ¢ is a quantity, that is, kept positive to prevent
P from being singular when ||x, — n;|| — 0. The potential function term may be chosen to be enabled only when
lxy — n1ll < Omin, @ minimum safety distance to be maintained. A new trajectory is then planned. Including collision
avoidance into the optimization step reduces the risk of the UAV falling into a local minimum, since MPC looks
ahead and optimizes over a finite horizon.

The obstacles’ predicted position after k + N — 1 steps is required (N is the horizon) in order to avoid the obstacle.
If the current position and velocity v; of the obstacle may be estimated, the position of the obstacle after N, steps
(prediction horizon) may be found at the kth step:

P(xy,m) = (28)

N (tesi) = m(te) + Atv () (ti-1) (29)

Control saturation is taken into account during the online optimization process. Additionally a tracking feedback
controller in the loop will track the reference without any error in the presence of modeling uncertainties.
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A dual mode strategy is followed in order to track a reference trajectory, as well as avoid collisions. In normal
flight, parameters are chosen so as to achieve tracking performance and good stability. In the emergency evasive
maneuver case, the parameters are chosen so as to generate a trajectory that will avoid collision at all cost. During
evasion, large control effort and large deviations from reference are allowed.

Results of simulations published by Shim and Sastry [39] indicate that this method is capable of avoiding hostile
obstacles flying at high speeds (100 kmph) and with different heading angles. This method was implemented suc-
cessfully in unmanned helicopters. A disadvantage of this method is that MPC is quite computation-intensive, and
may not be suitable for online implementation on small UAVs. An extension of this approach can be toward collision
avoidance with maneuvering obstacles. This would require an estimator and some knowledge of the dynamics of
the obstacle.

B. Variations to the Potential Field Method

Several variations have been made to the potential field approach to overcome its disadvantages. An interesting
approach using the gyroscopic forces method is presented by Chang and Marsden [40]. The control is a combination
of four terms, i.e., the potential field, a dissipative field, a gyroscopic field and a zero-velocity control term, as shown
in the following equation.

u=F,+Fj+F,+v (30)

F, is the potential function term, which attracts the UAV to its goal pr. Fy is a dissipative force that is a function
of the velocity—the larger is the velocity, the more the negative of F;, which means the stronger is the pull to the
target. F, is the gyroscopic force that is activated when an obstacle (static or moving) is present within the safety
shell. The gyroscopic force is designed such that it is only applied when the UAV is moving toward the obstacle. The
forces F,, I, and F, are given by the following equation.

1
Fp==VV(p) where V(p)=lp- I

Fy=-2p 31

0 —w (p ’ P ) .
Fo= (w(p,p) 0 )”
where p is the position of the UAV, V is a potential field that pulls the UAV toward the target point p7, and w is a
function that decides whether the gyroscopic force is to be applied or not, based on whether the UAV is moving toward
the obstacle or not. The method is extended to a multirobot scenario. This method does not encounter the problem
of a local minima. In addition, the algorithm does not retain global information, and only deals with obstacles when
they appear within the safety shell of UAVs. The gyroscopic force method was successfully implemented in indoor
robots by Vissiere et al. [41]. Vissiere [42] also describes an in-depth practical analysis of the control architecture of
the UAV in use for this experimental validation.

C. Vision-Based Neural Network Approach

A vision-based Grossberg neural network (GNN) [43] scheme is used for local collision avoidance [44]. Grossberg
neural networks are nonlinear competitive neural networks. These are able to explain the working of human vision,
and have been used in a variety of vision-based applications, especially in pattern recognition [45]. Grossberg neural
networks may be used for UAV vision-based navigation. A combination of visibility graphs and GNNs is used to
achieve online collision avoidance.

A two-layer, dual-mode control architecture achieves a formation of UAVs as well as collision avoidance. The top
layer generates a reference trajectory and the lower layer tracks this reference taking into account the dynamics of
the vehicle. In an obstacle-free environment, “Safe Mode” operation is carried out, which develops and maintains a
formation of UAVs. When obstacles are detected using an on-board sensor, the “Danger Mode” is activated, which
finds the shortest path out of the danger zone.

In the “Safe Mode,” the reference trajectory is to be generated so that the UAVs achieve and maintain the desired
formation. The relative dynamics between the UAVs is used to develop an infinite time optimal scheme [46] of
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Fig. 11 Danger mode operation using visibility graph and GNNs.

formation in a centralized way. To achieve this, the following cost function is to be minimized:

o0
J= f [ — x)T Q3 — x4) +u! Ru,1dr (32)
t
Subject to
% = A.x, + Bu, (33)

x, is the relative state (relative position and relative velocity between two UAVs) and x, is the desired value of
state. u, is the relative control, i.e., the resultant acceleration between two UAVs. This formulation attempts to attain
a formation as well as minimize the control effort for this. The reference trajectory is generated online at every
step.

The danger mode is activated when an obstacle is sensed. In this situation, the formation is allowed to break.
The UAVs must avoid collisions with obstacles as well as with the other UAVs in the formation. The danger mode
operation uses a combination of visibility graphs [7] and vision-based GNN. A buffer zone is created around the
obstacles. A visibility graph of the environment is formed by connecting all mutually visible vertices of the obstacle
buffer zones together. In two-dimensional environments, the shortest distance paths are obtained by moving in straight
lines and turning at the vertices of obstacles. Therefore, as part of the GNN, neurons are placed at the vertices of
each obstacle’s buffer zone. Figure 11 shows neuron placement, visibility graph, and the replanned trajectory.

The activity of each neuron depends upon excitation received from other neurons as well as excitation from the
goal point. The activity is calculated from a shunting equation:

k
dxi
E =—axl~—|—(b—x,~) E—G—;wijx]‘ (34)
where E = E| + E; (35)
and E, = = (36)
dp

37
0, otherwise 37)

E { 100, if the neuron is on destination
h =

x; is the activity of the ith neuron, w;;x;; is excitation due to neighboring neuron, where w;; = (1./d;;). d;; is the
distance between UAVS i and j. d,, is the perpendicular distance of the vertex from the line joining the UAV and
the target. E is the excitation composed of two parts. E; is the excitation due to closeness of the vertex from the
present path. o and p are weights that must be tuned correctly so that the deviation from current path and closeness
to goal are weighed correctly. The neurons nearest to the goal and nearest to the current path have the highest values
of activity. Thus, by following the vertices with highest activities, the UAV is able to get out of the danger mode. The
path followed will be the shortest distance path. Collision avoidance with other UAVs is achieved in the following
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Fig. 12 Danger mode collision avoidance using GNNs.

way: when a potential collision is sensed, the UAV with lower index creates a buffer zone around the UAV with
higher index and attempts to avoid it.

In the lower layer, tracking the reference generated by both the safe mode and the danger mode is done using an
MPC [34]. This method consists of finding the optimal control input sequence to minimize a cost function at every
step. The cost function here is formulated such that the actual output tracks the reference output, along with control
minimization. This method also takes into account practical vehicle constraints. The cost function to be minimized
at the kth step is

Jie = [yt — a1 Qrly(t) — yat)] + AU () Re AU (1) (38)

y is the actual output, y, is the desired output, and AU is the control history. O and R; are weighting matrices to
be chosen appropriately.

A preliminary simulation study run in a 2D space is shown in Fig. 12. This demonstrates that the GNN approach
successfully replans trajectories when obstacles are sensed. The simulations carried out did not include formation
development. The time taken to find the path was 3.16 s, including the MPC layer. This method is therefore slightly
slower than desired; however this is acceptable because the path computed is optimal.

This algorithm requires reliable vision-processing techniques to extract information about the vertices of the
obstacles. A possible extension of this method is the case of noncooperative collision avoidance, because the local
layer regularly updates the environment. Such an algorithm may be implemented with an estimator to find the moving
obstacles’ velocity and position.

D. Conflict Detection and Resolution

Unmanned aerial vehicle collision avoidance may be perceived as a conflict detection and resolution (CDR)
problem. Conflict detection and resolution methods are used widely for air traffic control [47]. These methods
predict the possibility of a conflict between two aircraft, and compute a maneuver strategy for the UAV such that
conflict is avoided. One approach [48] is to perform conflict detection by the point of closest approach (PCA)
[49] method. For conflict resolution, a vector sharing resolution method is used. Conflict is defined as “a predicted
violation of a separation assurance standard”. It is assumed that every UAV has information about every other UAV.
A protection zone is defined as a sphere of a specified distance. If the protection zone is violated, the UAVs must
maneuver such that conflict is avoided.
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Fig. 13 Conflict detection using PCA.

The UAVs are modeled as point masses flying with constant velocities. The point mass UAV equations are

V=\VZ+V2 (39)
X Vg | | cosy
y|=1|Vy sin y 40)
Z 1% sin 0
. gtang
= 41
14 Vi 41)

where 6 is the UAVs pitch angle, y is heading angle, and ¢ is the bank angle. Pitch angle and heading angles are
commanded as follows, where N and M are time constants in

1

db _ N (bcom - d)
|:9:| B 1 I:ecom - 0] (42)

M

It is assumed that two UAVs are in encounter with each other as, shown in Fig. 13, and they are heading in their
velocity direction, i.e., there is no sideslip. ¢ is the relative velocity between the two UAVs, and 7 is the relative
distance. 7,, is the missed distance, which is found from the PCA method as

Fm=¢CX (F x0C) (43)
The time of closest approach is found to be
F-c
T=—-—5= (44)
c-c

It is found that when the time of approach T > 0 there is a chance of conflict. When t < 0 there is no chance of
collision. Therefore, when 7 > 0 the safety distance is checked. If the magnitude of the missed distance vector is
less than the safety measure (7, < rgfe), there is a conflict, which must be resolved.

For conflict resolution, a resolution maneuver must be computed, which lies along the missed distance vector, as
shown in Fig. 14. Merz [50] has proved that the optimal maneuver to resolve the conflict consists of an acceleration
along the missed distance vector. V4 and Vj are the actual velocity directions of UAV A and UAV B, respectively.
U4 and Uy are the velocity directions the UAV must go along so that the distance between the UAVS is rgfe. 'vsa
and rygp are the vectors of each UAV along the missed distance vector such that |refe| = |Fysal + [rvssl + [Fml.
The slower UAV takes more sharing.

The commands to the UAV are decided based on the range of the LOS angle and the required pitch angle. The
LOS angle is calculated as

.. Vi - U
y = sig(Vy x Uy) cos™ (%) (45)
H

Depending on the range of the LOS angle, the bank angle command is given suitably. The time constant N is setas 1 s.
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The required pitch angle is

U
Oreq = tan~! _,V (46)
|Un|

Depending on its range, the time constant M is set. However, this kind of switching logic for control may lead to
discontinuities in the control. A more effective control law could be used instead, such as the MEG law described in
Section D, which would lead to a smoother control as well as result in optimum usage of control.

Simulations conducted by Park et al. [48] in a noncooperative scenario show that the UAV successfully detects
conflict and maneuvers such that conflict is avoided. However, this algorithm assumes perfect information between
the UAVs, which is not a realistic assumption. Communication links used at the present time to relay information
among UAVs cannot guarantee perfect information transfer. In addition, this algorithm will be difficult to implement
for a maneuvering obstacle, because the algorithm is developed for an obstacle moving with constant velocity.
Moreover, the velocity of the UAV itself is assumed to be constant, which limits the possibilities of this method.

IV. Discussions

This section discusses whether, and to what extent the methods described in this paper satisfactorily solve the local
collision-avoidance problem. Table 1 provides a brief summary of each method described in the previous section.
Although all of the methods described are very promising, it may not be very rewarding to implement a single
method in isolation and build upon it. An integrated approach with several different concepts could result in an
excellent solution to all aspects of the online path-planning and collision-avoidance problem. Depending on the
environment and the requirement, the processor may take decisions about which algorithm to invoke. An intuitive
illustrative example of an algorithm that takes decisions in this way is described as follows:
1) RRT for generating waypoints to the destination using Dijkstra’s search algorithm for optimizing the path;
2)  MPC for path following (with UAV dynamics taken into account) and reacting to sudden pop-up threats that
are very close by;
3) MEG to find path to subgoal (i.e., waypoint) when a few obstacles are detected, and when aggressive demands
in control are not desired;
4) vision-based neural network approach when a shortest distance path out of the obstacle region to the subgoal
is desired;
5) CDR methods when moving obstacles are detected.
The algorithm must be designed such that the UAV is able to take the best decision, taking into account the
circumstances. Such a robust system consisting of the right selection of tools described in the literature will result in
an excellent solution to the online path-planning and collision-avoidance problem.

V. Environment Perception

For an UAV to avoid collision with obstacles, it must first have information about the environment and be able
to distinguish the obstacles from free space. The data are first gathered using sensors and then stored in memory so
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that it can be used by the collision-avoidance algorithm. This section takes a brief look at the two steps in forming
an environment perception, i.e., sensing the environment and mapping the environment.

A. Sensing the Environment

This section briefly describes the kinds of sensors that gather data from the environment. Borenstein et al. [51]
present a comprehensive survey on sensors for mobile robots. Sensors may be classified based on whether the energy
detected by them is artificial (active sensors) or natural (passive sensors).

1. Active Sensors

Active sensors work by emitting electromagnetic energy into the environment and then measuring the reflection
of the beam. These sensors give accurate information. The major drawback of these sensors is that the energy emitted
by them can be detected with ease. This makes active sensors unsuitable for covert operations. In addition, these
sensors are expensive. Examples of active sensors are radar (radio detection and ranging), ladar (laser radar), and
lidar (light detection and ranging).

2. Passive Sensors

Passive sensors sense the energy emitted by a body, or reflected from a natural source (light rays from the sun).
These sensors are covert, inexpensive, lightweight, and compact. However, the accuracy is not as good as that of
active sensors. The data collected by these sensors are often very noisy. Additional techniques need to be implemented
to process the data and extract accurate information from it. The data from passive sensors may be supplemented by
information from global positioning system. Examples of passive sensors are cameras, infrared sensors, olfactory
sensors, etc. Vision-based sensors, i.e., cameras are gaining in popularity for use in sensing for UAVs mainly due
to their low cost. With the tremendous ongoing research in computer vision, powerful image-processing techniques
(such as optical flow and stereo flow) are now available, due to which environment perception can be found accurately,
and which make vision-based path planning further attractive.

B. Mapping the Environment

The environment perception must be formed from the data acquired from the sensors. The perception is simply
a map of the world that distinguishes between features. For the purpose of path planning, it is not necessary to
distinguish between features, but only to distinguish between obstacles and free space. A theoretical discussion of
different methods of environment perception is presented by Berg et al. [52]. Although a continuous map of the
world is more accurate, discrete maps are preferred due to their computational lightness and ease of representation.
These maps can be represented by data structures that contain information about the environment. Commonly used
data structures to form such a representation in UAV applications are:

1)  Evidence grids: The environment is represented by uniform grids of cells, where each cell contains information
as to whether and to what extent it is occupied. The size of each cell is a design parameter and may depend
on the resolution of the sensor.

2)  Quadtrees: These are nonuniform representations, formed by dividing the space into quadrants until each
cell is either completely free or completely occupied. These are more efficient than uniform grids. Section B
discusses Quadtrees in some detail. More efficient than quadtrees are octrees where the space is subdivided
into octants.

VI. Conclusions
Much of the benefits of deploying UAVs can be derived from autonomous missions. Path planning with collision
avoidance is an important problem that needs to be addressed to ensure safety of such vehicles in autonomous
missions. An attempt has been made in this review paper to present a brief overview of a few promising and evolving
ideas such as graph search, RRT, potential field, MPC, vision based algorithms, MEG, etc. Note that there are several
requirements that an algorithm must satisfy in order to solve the online collision-avoidance problem completely.
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A few key issues that need to be addressed in a good collision-avoidance algorithms include:

1) collision avoidance with fixed and moving obstacles—both in cooperative and noncooperative flying;

2) solution of the problem taking the vehicle dynamics into account, including state and input constraints (many

of the current algorithms are based on only kinematics);

3) development of fast algorithms, which can be implemented online with limited onboard processor capability;

4) capability to sense and avoid even small obstacles (such as electric power lines, small birds, etc.);

5) robustness for issues such as limited information of the environment, partial loss of information, etc.

In addition to these key issues, there are many other issues for successful deployment of UAVs, such as the
requirement for light-weight equipments, power efficiency (for high endurance), stealthiness, etc. Although an attempt
has been made in this paper to give an overview of some of the recently proposed techniques which partially
address some of these issues, promising algorithms satisfying many of these requirements simultaneously is yet to be
developed. Additionally, some of the assumptions behind the proposed algorithms (such as nonmaneuvering constant
speed flying objects, appearance of one obstacle at a time, perfect information about the environment, etc.) are not
realistic and hence need to be relaxed. A lot of research is being carried out worldwide to design collision-avoidance
systems that address many of these important concerns. The authors sincerely believe that this field is poised to grow
at a rapid rate in the near future.
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